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ABSTRACT

While machine learning (ML) affects increasingly more and in-
creasingly consequential aspects of life, the general public does
not have a good understanding of how ML works or what it can
and cannot do. As attention shifts to regulating and legislating
these technologies, the public should be empowered to engage
in related discussions. Understanding begins with education, but
many popular and currently available materials for learning ML
are too technical to be accessible to a general audience, too broad
to be useful, or simply wrong. We describe the process of piloting
short educational videos with the goal of empowering the public
to think and debate critically about the impact ML can have on so-
ciety. An important facet of our methodology is to integrate ethical
and societal considerations into each technical video topic. Teach-
ing responsible ML throughout the entire educational pipeline has
the potential to create an environment where people can critically
discuss ML and demand more accountability from the companies
producing ML products. In this paper, we explain the content deci-
sions made to best serve this audience. In addition, we demonstrate
improvements in ML understanding and attitudes towards civic
engagement using a small-scale study with participants of different
knowledge levels.

CCS CONCEPTS

« Computing methodologies — Machine learning; - Social
and professional topics — Computing education; - Human-
centered computing — Human computer interaction (HCI).

KEYWORDS

machine learning education, ethical machine learning, educational
videos

1 MOTIVATION

Despite a rapid expansion of machine learning (ML) across fields
and industries, it is not seen as understandable by the general pop-
ulous. A 2017 study by The Royal Society interviewed members of
the public in the UK, finding that a majority of participants knew
“little to nothing” about machine learning [18]. While many of the
participants were aware of technologies that use ML, very few were
aware of how the technology worked, “even at a broad concep-
tual level” Another study found that even amongst UX designers
working on projects that involved ML, a lack of understanding was
common. One participant referred to ML as “black magic,” stating
that “designers don’t understand the constraints of the technology
and how to employ it appropriately”[9].

As ML technologies appear in more everyday contexts and make
increasingly consequential decisions in our lives, this lack of un-
derstanding is troubling. Regulation around these technologies is
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nascent, and as policymakers think about reasonable legal struc-
tures, the public should be empowered to engage in these discus-
sions.

Widespread public engagement can also help disrupt a harmful
power dynamic between the producers of automated systems and
the people that these systems affect. The companies building ML
technologies consist of a mostly homogeneous population that are
overwhelmingly wealthy, white, and male. In 2018, only 18% of first
authors at 21 ML conferences and 15% of Facebook’s Al Research
staff were women [6], and only 2.5% of Google’s workforce was
black [7]. A recent report by the AI Now Institute details the way
in which this lack of workplace diversity is fundamentally tied
to gender- and race-based discrimination in systems themselves
[22]. The public’s general lack of understanding of how these sys-
tems work only exacerbates the power differential. If individuals
and communities are able to critically understand the impact and
limitations of ML, they can hold developers and companies account-
able, and perhaps feel empowered to build grassroots technologies
themselves.

In this paper, we describe piloting an educational YouTube chan-
nel aimed at improving public knowledge of ML, including an initial
evaluation of efficacy. Our videos are intended to be understandable
to a high school and above audience, are 5-10 minutes long, and
feature animated hand-drawn illustrations. The goal of this effort
is to empower people to (1) develop a balanced understanding of
the potential benefits and risks of ML technologies, (2) engage in
educated civic discussions about these technologies and (3) rec-
ognize the ML technologies in products and systems and demand
accountability from their producers. Eventually, we hope that some
of these viewers will go on to create new, responsible technologies
themselves.

In Section 2, we discuss related efforts in ML education. In Section
3, we present our content decisions and walk through an example
video, and in Section 4 and 5, we demonstrate the impact of a
particular video on viewers by analyzing the results of a study with
pre- and post- surveys.

2 RELATED WORK

There are a wealth of educational materials available about machine
learning, but few that are easily understandable and useful to the
majority of adults who are not currently pursuing an education or
career in ML, data science, or computer science-related fields.

2.1 Courses

Full-semester undergraduate or graduate courses on ML are avail-
able to enrolled students at many educational institutions as well
as on online platforms (e.g., MIT Open Courseware [5] or Stanford
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Online [8]). These courses are typically intended for computer sci-
ence (CS) students with an existing background in the material,
and aim to provide a significant level of technical depth as well as
a wide breadth of ML topics.

Shorter, primarily online courses or materials are also offered
by some companies (e.g., Coursera [19], fast.ai [3], or Google [2]).
These courses may be more targeted (for example, towards en-
gineers focused on practical implementation) or may cover less
depth than university courses. Some recent efforts, such as Embed-
ded EthiCS @ Harvard [13] or the Responsible Computer Science
Challenge [4], have produced materials focused on ethics that are
intended to integrate into undergraduate CS courses.

In general, courses require more commitment from the audience
(usually lasting from several hours to entire months). They usually
build upon material covered in previous units and are not meant to
be broken up and consumed as single lessons. However, many adults
who wish to know something about ML will not have the ability or
willingness to invest significant time into an entire course. Even
of those who start open online courses, there tends to be a steep
drop-off in viewers after one to two weeks [10, 21]. Additionally,
most full courses on ML are designed for audiences with at least
some technical background. Instead, our focus is on the general
adult population learning in an informal and self-motivated way,
prompting significantly different content and platform decisions.

2.2 Singular Materials for Self-Learning

Outside of full courses, one-off materials such as blog posts, YouTube
videos, Quora answers or news/media articles are a common source
of self-education on ML. These materials typically discuss a specific
topic, and range in technical depth, length, and structure. For adults
not enrolled in an educational institution, online materials like these
are an easily accessible, low-commitment source for self-learning.

However, unlike full courses, many of those one-off materials
are not created by experts or professionals, and are not vetted or
checked for errors. As a result, many of the resources currently
available online fall short in different ways, including:

(1) They are intended for a technical audience, and there-
fore are confusing and/or intimidating to people with-
out significant prior knowledge. For example, several ar-
ticles on the first page of Google search results for “what
is a neural network?” immediately present the reader with
network diagrams and equations [20, 23]. While this infor-
mation might be useful to people with technical experience,
it is likely overwhelming or confusing to viewers from other
backgrounds.

(2) They don’t cover enough depth, thus misrepresenting
problems and solutions in ML. For example, a 6-minute
YouTube video “What is Artificial Intelligence (or Machine
Learning)?” with approximately 600,000 views describes Al
and ML as “not only programming a computer to drive a car
by obeying traffic signals, but it’s when that program also
learns to exhibit signs of human-like road rage” [16]. Over-
simplification and personification of ML mislead beginning
learners and misrepresent the human element of creating
such products.

(3) They are factually incorrect, or provide hand-wavy and
unclear explanations. For example, many resources de-
scribe neural networks as imitating the form and function
of the brain’s optical nerves or primary visual cortex. While
neuroscientists are working to create machine learning mod-
els that mimic the human brain, current ML technologies do
not reflect human biology.

By creating videos that are short (5-10 minutes long) and can
stand on their own, we aim to capture the low commitment of one-
off learning opportunities while avoiding the pitfalls outlined above.
At the same time, we also share content that covers a wide breadth
of ML topics in enough depth to be useful, providing viewers with
the opportunity for comprehensiveness as in a full course.

3 OUR CONTENT

We aim to improve public knowledge of ML by creating short, en-
gaging online educational videos to teach ML such that people are
empowered to (1) think and debate critically about the impact ML
can have on society and (2) eventually pursue their own projects.
Moreover, we believe that teaching responsible ML throughout the
entire educational pipeline will create an environment where con-
sumers and developers instinctively demand more accountability
for the societal impacts of ML systems and products. The goal of
our content is help a general audience develop into consumers who
are able to critically and conscientiously discuss the implications of
ML in society, and then guide some of those consumers in becoming
ethical creators of ML applications themselves.

3.1 Videos as an Effective Content Modality

The average American spends less than 5% of their life in traditional
classrooms, and research increasingly shows that most scientific
knowledge is acquired outside of school [11]. As a result, informal
learning resources have been described as a “cost-effective way to
significantly improve public understanding of science”

We choose to use videos to communicate ML topics rather than
articles, books, or other text-based modalities that are commonly
used. Videos as instructional tools have been shown to significantly
improve recall of conceptual information and creative problem solv-
ing over other mediums such as text or labeled images, particular
for participants with less prior knowledge [17].

YouTube in particular has grown to be an internationally popular
platform for general education. Google has announced that they
will be increasing funding and support for “EduTubers” specifically,
with a $20 million grant in late 2018 [1].

3.2 Content Decisions

3.2.1 Prioritizing standalone videos. To avoid a prohibitive time
commitment, we wanted to ensure that most individuals with a
high school level education could pick any individual video and un-
derstand it. In addition, we prioritize making short videos; research
has indicated that educational videos longer than six minutes result
in significant viewer drop-off [12, 14]. This allows us to reach a
much broader audience than courses, which typically require par-
ticipants go through all prior material in order to move on to the
next lesson. Moreover, this audience who may not have the time
or interest to commit to learning about ML is precisely who we
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wish to target: adults who do not work in or study ML, but who
nonetheless are affected by it daily. While our videos may still build
on each other and watching several or all of them might lead to a
deeper, more comprehensive understanding of the subject, this is
not be a requirement.

As a result, in our videos we motivate various ML topics in a
heavily example-based way, rather than by building on theory or
other methods. This aids in making the topics immediately under-
standable and relatable on their own.

3.2.2  Content Categories. With the goal of empowering the public
to participate in educated discussions about ML technologies, we
identified several categories of content to provide:

(1) ML Basics: These videos are focused on building blocks
of ML. These include important concepts (e.g., false posi-
tive/negative rates, tensors/matrices) and some review of
more advanced high school math concepts (e.g., derivatives,
probability). Each of these videos is around five minutes, and
explains the topics as they are relevant to ML. We expect that
most viewers will already have some knowledge on these
topics, but we provide these videos so people who are not
familiar can still follow later videos.

Explaining ML: These videos make up the bulk of the content.
They cover ML methods (e.g., neural networks), applications
(e.g., photo filters), interpretability methods (e.g., bounding
boxes), and high-level overviews (e.g., steps of a typical ML
product). The videos range in length from around 5-10 min-
utes, and walk through specific example to ground the ex-
planations. We bring considerations of societal impact, risks
and limitations into each video in an effort to give viewers a
nuanced and balanced knowledge of ML.

Debating ML: These videos delve into other topics that are
not necessarily focused on introducing new material, but
on exploring and discussing relevant topics. They include
videos on relevant policies or current events (e.g., face recog-
nition ban), discussions on potential ethical concerns with
ML (e.g., risks ML-based police body cameras), and question-
and-answer style discussions with guests.
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3.2.3 Presentation Style. The style of our videos is informal, easy
to understand, and short, in keeping with our goal of making our
content accessible and friendly. The majority of each video features
chalkboard-style drawings and animations with a voiceover. In
general, animations have been shown to improve viewer engage-
ment and learning outcomes in instructional videos when compared
to static images [15]. There are also sections featuring presenters
speaking directly to the camera, sometimes with text or animations
overlaid.

3.3 Video Example: Stages of ML

In this section, we describe the content of an example video in more
detail, including static screenshots of the animations.

This particular video walks through the process of creating an ML
product, from problem definition to post-deployment. We chose this
topic as one of our first videos to give viewers important context and
a basis for considering the societal impacts and limitations ML from
the start. This video demonstrates the idea of integrating ethical
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Figure 1: A screen from the video describing stages of ML, de-
picting the entire process. In the video, each stage is discussed
in detail.

considerations directly into teaching ML content. For example,
rather than make a separate video about analyzing an ML model’s
performance across subgroups, we introduce this concept directly
when describing the ‘evaluation’ stage of an ML product, framing
it as a clear concern that should instinctively arise.

Throughout the video, each step is added to a cyclic diagram. We
choose this representation to emphasize the fact that when ML is im-
plemented in the real life, populations shift and a product’s impact
may take time to manifest, warranting continuous re-evaluation.
We introduce and use the running example of building a mobile
app to classify whether a friend is sad or not. A screenshot of the
finished diagram can be seen in Figure 1, but we describe how we
broke down the steps in more detail:

(1) Problem Definition. We chose to include this as an impor-
tant step in the ML pipeline. Arriving at a problem statement
is process that introduces specific limitations and assump-
tions. However, this step is often skipped over in traditional
ML courses, where assignments typically come with a pre-
defined problem to solve but without a discussion of why
that particular framing was chosen, its implications, and its
tradeoffs. In the context of detecting whether or not a friend
is sad from an image, we discuss how the entire premise of
the problem statement rests on the assumption that sadness
can be detected from an image, and how deciding on a binary
classification framing assumes that most people exhibit a
single dominant emotion.

Data Collection Step 1: Choosing a Population. We spend
a significant fraction of the video describing the process
and consequences of data collection. This also tends to be
skimmed over or not mentioned in traditional ML courses,
where participants are usually given a dataset without much
time spent discussing where it came from and its limitations.
We first describe the process of defining a population (Figure
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Figure 2: A screen from the video describing stages of ML, de-
picting the process of choosing a population during data collec-

tion.
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2), raising several questions about who the data represents
and how similar or varied this demographic is. Here, we also
introduce the concept of a model’s dependence on data by
describing how a non-representative dataset can lead to poor
performance for other parts of the population.

Data Collection Step 2: Measuring Features from the
Population. In this step, we describe the process of going
from an actual population to a dataset of measurements
about this population. We bring up questions to ask about
this step, such as whether the quality of images is consistent
across the population, and what other information should be
collected and included. This step also describes the process
of collecting labels. Crucially, this is described as a collection
process, and is not abstracted away as existing ground truth.
In the running mobile app example, we describe possible
methods of label generation such as gathering self-reported
labels from participants or having other people hand-label
them, and how any method will introduce a specific type of
noise into the data that carries consequences.

Data Collection Alternative: Existing Sources. We de-
scribe the wealth of pre-existing datasets that are available
online, and how many ML products simply leverage existing
data rather than going through steps (2) and (3). We describe
how this often involves massaging the pre-existing dataset
into a usable form, introducing new sources of noise and
possible bias. We emphasize that even pre-existing data is

the product of a process and that all the questions and poten-
tial concerns brought up in the data collection description
are still relevant and important.

Splitting the Data. This step introduces the concepts of
training, validation, and testing datasets, particularly empha-
sizing the importance of setting aside testing data during the
development process.

(6) Defining a Model. This step describes how different types
of data (e.g., timeseries vs. text vs. images) may require dif-
ferent types of models that are particularly suited to that
type of data. Though we do not go into technical depth in
this overview video, we mention that the purpose of a model
is to pick up on patterns in the data, and that more complex
data requires larger, more complex models (and vice versa).
Training the Model. In this step, we explicitly introduce
the idea that models simply learn from data with an optimiza-
tion procedure. Here, the role of validation data in model
selection is also mentioned.

(8) Evaluating the Model. This step goes through several im-
portant concerns that arise in model building. We discuss the
fact that evaluation metrics are calculated on the test data
or other benchmark datasets that carry the same concerns
about quality and representativeness as brought up in steps
(2) and (3). We bring up the choice of evaluation metric(s),
and how different metrics may have different consequences
for specific parts of the population; this is contextualized
with the potential risks of false positives versus negatives in
the mobile app example. Here, the importance of subgroup
evaluation is also emphasized.

(9) Deployment Preparation. This step discusses practical im-
plementation questions when trying to ensure that a model
is actually used correctly and effectively. This is also a step
that is typically out-of-scope of traditional ML courses. We
describe the importance of visualization and interfacing for
end users to correctly understand the model’s predictions,
and the need for some way to incorporate feedback about
incorrect predictions.

(10) Deployment and Scaling Up. Here, we describe additional
concerns that should arise when deploying a product or
system, such as population drift, data privacy and consent.
Impact. The final section emphasizes the importance of
continually monitoring an ML system once it is deployed to
ensure that it is actually having the expected impact, and
the need to go back and re-evaluate or update various steps
if it is not.
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4 VIDEO EVALUATION METHODOLOGY

In order to gain an understanding of the efficacy of our videos at
teaching machine learning concepts to a broad audience, we ran a
study to analyze how and if audiences of various ML knowledge
backgrounds retained the information provided through our Stages
of ML video.

4.1 Study Design

The study consisted of an electronic pre- survey and post- survey
via Qualtrics. Both the pre- and post- survey were designed to take
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less than 5 minutes to complete, excluding the time it took to watch
the 10-minute video.

The pre- survey consisted of three parts: (1) Demographics ques-
tions, which also included items that gauged the participant’s back-
ground knowledge of ML; (2) ML concept understanding and per-
ception questions; and (3) the Stages of ML video followed by a
question of whether or not the participant had seen the video be-
fore. Participant emails were collected in order to administer the
post- survey with a 2-day time delay to measure knowledge reten-
tion and avoid short-term learning effects on the data. The post-
survey consisted of only the questions from section (2) of the pre-
survey. We designed the survey questions on ML knowledge and
perceptions ourselves because there are few to none prior validated
instruments for this purpose in the ML education research space.

There were 8 demographics questions. The first 5 questions were
general questions on the participant’s gender, ethnicity, age range,
and education. The last 3 questions helped gauge the participants’
prior knowledge of ML, and are presented below:

e D6: Which of the following types of courses, if any, have you
taken in person (i.e. at a high school or university)? Type:
Multiple answer, multiple choice.

— Machine Learning

Artificial Intelligence

Data Science

Probability or Statistics

— Calculus

Linear Algebra

Any other Computer Science course not listed above
— None of the above (Exclusive choice.)

e D7: Which of the following types of courses, if any, have you
taken online? Type: Multiple answer, multiple choice. Same
choices as above

e D8: How would you consider your own general knowledge
of machine learning? Type: Single answer, multiple choice.

— Idon’t know anything about machine learning

— D've heard of machine learning in passing

- I've read media articles or listened to news about machine
learning technologies

- I've used machine learning/Al-based tools for work or at
home

- D’ve read technical journals/research papers on machine
learning

There were 8 questions measuring ML concept understanding
and perception, with 2 free response questions about understanding
and 6 Likert scale questions about perception as presented below:

e C1: How would you explain machine learning to a friend
who had never heard of it before? (Just try your best. If you
don’t know what to say, you can write “I'm not sure.) Type:
Free Response.

e C2: Can you list three common things you see or use every-
day that use machine learning? Type: Free Response. Num-
bered lines provided.

e P1:Please rate how much you agree with the statement: I feel
confident explaining or discussing machine learning with
a non-technical person. Type: 5 point Likert scale (Strongly
Disagree, Disagree, Neutral, Agree, Strongly Agree).

Conference’17, July 2017, Washington, DC, USA

o P2:Please rate how much you agree with the statement: I feel
confident explaining or discussing machine learning with a
machine learning expert. Type: 5 point Likert scale.

e P3: Please rate how much you agree with the statement: I
feel invested in future machine learning legislation or policy
decisions. Type: 5 point Likert scale.

o P4:Please rate how much you agree with the statement: I feel
confident voicing my opinions relating to machine learning
legislation or policy decisions. Type: 5 point Likert scale.

e P5: Please rate how much you agree with the statement:
Machine learning will make everyone’s life better. Type: 5
point Likert scale.

e P6: Please rate how much you agree with the statement:
Machine learning is dangerous. Type: 5 point Likert scale.

The post- survey was administered at least 48 hours after the
participant submitted the pre- survey and watched the video. Access
to the post- survey was granted through email and was open for a
maximum of one week.

4.2 Recruitment

In order to reach a broad audience with varying levels of ML back-
ground knowledge, we recruited volunteers through web forums
focused on survey-taking, general purpose email lists, and CS/ML
email lists at a local university. Participants who completed both
parts of the study were entered into a raffle for five $20 gift cards.

4.3 Participant Demographics

There were 47 participants who completed both parts of the study.
These participants were grouped into low knowledge (LK), medium
knowledge (MK), and high knowledge (HK) in order to help us
understand how our educational content and style affect these
groups differently. The Stages of ML video is targeted towards a
general audience and gives an overview of the machine learning
process instead of deep diving into specific technical methods, so
we expected to see higher increases in measures of ML concept
understanding in lower prior knowledge participants. Additionally,
the Stages of ML video explains ethical considerations and problems
of fairness and bias throughout the entire pipeline in a way that
traditional ML education resources do not provide, so we hoped to
see some impact in measures of ML perceptions across participants
of all prior knowledge levels. Participants were sorted into the three
prior knowledge groups based on their pre- survey responses to
D6, D7, and DS.

Participants who selected I don’t know anything about machine
learning as a response to D8 were sorted into LK. Participants who
selected I've heard of machine learning in passing or I've read media
articles or listened to news about machine learning technologies as a
response to D8 were sorted into either LK or MK. For those partici-
pants, if they had taken Machine Learning or Artificial Intelligence
as responses to D6 or D7, or if they had taken 3 or more other
ML-related courses, they were sorted into MK. The rest of those
participants were sorted into LK with two exceptions based on the
researchers’ observations that their 3 responses to C2 of the pre-
survey were correct and too specific for them to belong in the LK
group (C2 was not used in our analysis). Participants who selected
I've read technical journals/research papers on machine learning as
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a response to D8 were sorted into HK. Participants who selected
I've used machine learning/Al-based tools for work or at home as a
response to D8 were sorted into either MK or HK. For those partici-
pants, if they had taken Machine Learning or Artificial Intelligence
as responses to D6 or D7, they were sorted into HK. The rest of
those participants were sorted into MK.

There were 11 people in the LK group, 19 in the MK group, and
17 in the HK group. The genders and ethnicities of the participants
were generally similar across groups (in each group, the majority
of participants identified as female and White). LK was 91% female
and 9% male; MK was 74% female and 26% male; and HK was 71%
female, 24% male, and 6% gender variant/non-conforming. LK was
73% White, 18% Asian, and 9% Black or African American; MK was
53% White, 37% Asian, 5% Hispanic, and 5% Prefer not to say; HK
was 53% White, 41% Asian, and 6% Black or African American.

The distributions of age range and types of advanced degrees
varied more widely across the three groups. The LK group had a
near-normal distribution of age ranges from 18-24 to 65-74, peaking
at 45-54 with 27%. The MK group was heavily skewed right, with
42% of participants aged 18-24 and a long tail going to 55-64. The
HK group was more homogeneous, consisting of 82% in the 18-24
range and 18% in the 25-34 range. For the LK group, Non-STEM
degrees were the top type of advanced degree obtained. For the MK
and HK groups, other STEM degrees aside from math and CS was
the top type of advanced degree obtained. The comparisons of age
and degrees attained across the groups can be seen in Figure 4.

Scores of responses to C1 across groups

3
2
1
0
LK MK HEK
B Pre B Post

Figure 3: Scores for C1: "How would you explain machine
learning to a friend who had never heard of it before?" for
each knowledge group across pre- and post- surveys (rated
at levels 1-3, where 1 is lower).

5 RESULTS
5.1 Improved Explanations of ML

The pre- and post- survey responses to question C1 (How would
you explain machine learning to a friend who had never heard of it
before?) were analyzed in two stages.

First, the responses were graded on a scale of one to three. A score
of one indicated very little or mistaken understanding (e.g., "Tm
not sure" or "learning from a computer”), a score of two indicated
partial or vague understanding (e.g., "A lot of it is about gathering

Themes LK LK | MK MK | HK HK
Pre Post| Pre Post| Pre Post
data as an input 9%  64% | 53% 79% | 65% 88%
learning from data - 55% | 53% 79% | 65% 82%
statistical processes - - 11% - 18% 12%
testing the model - - 5% 5% | - 6%
task/outcome-oriented | 9% - 37% 63% | 76% 94%
cyclic process - - 11% 5% | - 6%
societal impact - 9% | - 5% | - -

Table 1: Percent of answers with a given theme for ques-
tion C1: “How would you explain machine learning to a
friend who had never heard of it before?” for each knowl-
edge group across pre- and post- surveys.

data and writing programs to work with that data."), and a score
of three indicated correct understanding (e.g., "Using computers
to look for patterns in a large dataset, which can then be applied
to other situations to solve problems, make predictions, identify
something, etc."). The results of this analysis are displayed in Figure
3.

As expected, both the pre- and post- answer scores increase
across knowledge groups. Within each group, there is an increase
in scores in the post- survey as compared to the pre- survey answers.
This increase is more pronounced for LK (0.55) than for MK (0.31)
and HK (0.24). In other words, the marginal increase in answer
correctness was largest for the lowest knowledge group, indicating
highest efficacy for our video’s target audience. An example of a
pre- and post- survey answer improvement for an LK participant
is:

e Pre: “I'm not sure” (Score: 1)
e Post: “Machine learning is analyzing data to make more
accurate descriptions of societal processes.” (Score: 2)

And an example of a pre- and post- survey answer improvement
for an MK participant is:

e Pre: “Using mathematical methods to guess at and then vali-
date the best model for predicting something desired.” (Score:
2)

e Post: “Using data to train a computer model such that it will
be able to make accurate predictions on new but similar data”
(Score: 3)

Second, prominent themes were identified and tallied across an-
swers. These themes, and their prevalence in pre- and post- survey
answers for all groups, is displayed in Table 1. In the pre-survey,
the lowest knowledge group’s answers contained some incorrect
themes (these are not displayed in the table), such as “humans learn-
ing using computers” or “making machines better,” which were no
longer present in any answers in the post-survey.

Of particular note is the increase in the prevalence of the “data
as an input” and “learning from data” themes across all knowledge
groups. This increase in prevalence is largest for the LK group,
where only one participant mentioned data in the pre-survey, but
the majority of participants did in the post-survey.

MK and HK groups exhibited a 26% and 18% increase in the
“task/outcome-oriented” theme, which did not come out in the
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Figure 4: Subfigures (a) - (c) display the age range distributions of the participants across the low, medium, and high knowledge
level groups. (d) - (f) display the distributions in types of advanced degrees attained for the participants across the three groups.

LK group, indicating that different knowledge groups might gain
different levels of insights from the video. There was also a slight
increase in the “societal impact” theme. An example of an MK
answer pair which includes this theme in the post-survey answer
is:

e Pre: “Using computer algorithms to do stuff that we humans
don’t want to do, as it’s boring. You train it using a data
set of information, and the computer ‘learns’ based off that
information. Then you set it loose to do it’s thing, and re-
view/correct it when needed.” (Score: 3)

e Post: “So, you have a computer system that will do the boring
stuff that us humans don’t want to do. But in order to train it,
you need a really good data set, otherwise you will input bias
into it’s thinking/training. Then it will not learn correctly”
(Score: 3)

5.2 Changing Perceptions of ML

The pre- and post- survey responses to Likert scale questions P1-
P6 for all three groups are presented in Table 2. For these items,
Strongly Disagree is coded as 1 and Strongly Agree is coded as
5. In our analysis, we considered post-/pre- differences of 0.47 or
above, as it reflects a shift of approximately half of a point within
the Likert scale (10% of the total range). These differences were
observed for 5 out of the 6 questions in the LK group, 1 out of 6 in
the MK group, and 1 out of 6 in the HK group.

For P1 - P4, which deal with participants’ confidence and feel-
ings of responsibility about ML technologies’ role in society, we
unsurprisingly see that the base values for LK, MK, and HK show

an ascending pattern. We also observe an increase from pre- to
post- for these 4 questions across all knowledge levels.

P1 and P2 measured how confident the participant felt discussing
ML with either a non-technical person or an expert. The LK group’s
P1 was the item for which there was the largest difference in pre-
and post- responses. LK participants reported an increase of 0.91
(nearly an entire point) in confidence regarding explaining or dis-
cussing ML with a non-technical person. LK participants also experi-
enced an increase in 0.64 (over half a point) in confidence regarding
explaining or discussing ML with a ML expert. MK participants also
experienced an increase in 0.53 (over half a point) in confidence
regarding explaining or discussing ML with an ML expert. This
indicates that the video was able to help people with less knowledge
about ML feel more comfortable engaging in discussions about the
topic.

P3 and P4 captured participants’ general feelings about the im-
portance of ML legislation/policies, and whether or not they would
feel comfortable participating in forming such rules. The LK group
once again saw an increase in over half a point (0.55) for both P3 and
P4, implying that the instrument helped a lower prior knowledge
audience feel more empowered and engaged in the societal/legal
discussions surrounding ML. The HK group also saw an increase in
nearly half a point (0.47) for P3, with the post- survey responses av-
eraging at 3.94 (agreeing that they "feel invested in future machine
learning legislation or policy decisions").

P5 and P6 measured positive and negative feelings towards ML
technologies in general. While none of the three groups’ responses
to P5 (positive feelings towards ML) seemed to be significantly
affected by the video, it is interesting to note that the LK group saw
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Question LK LK Diff | MK MK Diff | HK HK Diff
Pre Post Pre Post Pre Post

P1: I feel confident explaining or discussing machine learning witha | 1.45 236 0.91 | 289 3.26 037 | 3.94 424 0.29

non-technical person.

P2: 1 feel confident explaining or discussing machine learning witha | 1.27 191 0.64 | 1.74 226 053 | 271 3 0.29

machine learning expert.

P3: 1 feel invested in future machine learning legislation or policy deci- | 2.27 2.82 0.55 | 3.16 3.26 0.11 | 347 3.94 047

sions.

P4: 1 feel confident voicing my opinions relating to machine learning | 1.82 2.36 0.55 | 2.68 3 032 | 294 318 0.24

legislation or policy decisions.

P5: Machine learning will make everyone’s life better. 3.09 3.18 0.09 | 347 353 005 | 353 347 -0.06

P6: Machine learning is dangerous. 2 255 055 | 305 279 -026 | 271 271 0

Table 2: Average responses to 5 point Likert scale questions on perceptions of ML for each knowledge group across pre- and

post- surveys. (Strongly Disagree = 1, Strongly Agree = 5).

an increase in over half a point (0.55) for P6, which captures fear of

ML.

6 DISCUSSION

Our results suggest that our content and presentation methodology
can be effective for improving ML knowledge as well as shifting
perceptions about civic participation in issues relating to ML, par-
ticularly for groups with minimal prior knowledge. The increased
awareness of important themes such as models learning from data
is promising, as is the increased confidence discussing and voicing
opinions about ML legislation. A participant in the 55-64 age range
commented that: "Being an older learner and one steeped in books
and printed materials, I always find educational videos to go too
fast...your video was not as fast as many out there — I felt I could
follow your arguments along the way. That diagram is wonderful!"
Such feedback shows that our video content and style has promise
at successfully reaching much broader audiences that are not in-
cluded in the audience pool for traditional ML education resources.
We also posit that our educational framework of teaching ethical
concerns in each step of the ML pipeline helps better inform people
about where ML can go wrong, which helps them better understand,
retain, and articulate the potential problems with ML.

The results presented here are inherently limited in their size and
diversity. In order to arrive at more conclusive findings and to better
motivate future content, a more extensive recruitment procedure
should be undertaken. Additionally, while we chose a video broad
in scope and characteristic of the type of content we provide, it is
only one video. A more comprehensive study with different types of
videos could better gauge the efficacy of our content on the whole.

7 CONCLUSION

ML will affect our lives in increasingly more consequential ways,
but the public is currently not well-equipped to engage in these
discussions. Most educational efforts to this end focus on audiences
with a significant prior technical background, but this makes up
a small fraction of the population that does not reflect the gen-
eral public. Through short and engaging educational videos, we
aim to empower the public to understand and engage in critical
discussions around these technologies. An understanding of the

potential benefits, risks and limitations of ML can help consumers
hold companies accountable and disrupt the harmful power dy-
namic between the companies that produce ML and the people it
affects.

In this paper, our contributions are:

(1) Motivation for video-based ML education for a general public
audience, integrating limitations and societal considerations
into each facet of ML.

(2) A justification of content decisions made to best serve this
audience.

(3) An evaluation of the effect of a characteristic video on partic-
ipants with different levels of prior knowledge, demonstrat-
ing an improvement in ML understanding and an increased
willingness to participate in civic discussions about ML.
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